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Recommender systems are widely employed in industry and are ubiquitous in our daily lives.
These systems are utilized in a number of areas such as online shopping sites (e.g., amazon.com),
music/movie services site (e.g., Netflix and Spotify), mobile application stores (e.g., IOS app store
and google play), online advertising, just to name a few.

The major goal of recommender systems is to help users discover relevant items such as movies
to watch, text to read or products to buy, so as to create a delightful user experience. Moreover,
recommender systems are among themost powerfulmachine learning systems that online retail-
ers implement in order to drive incremental revenue. Recommender systems are replacements
of search engines by reducing the efforts in proactive searches and surprising users with offers
they never searched for. Many companies managed to position themselves ahead of their com-
petitors with the help of more effective recommender systems. As such, recommender systems
are central to not only our everyday lives but also highly indispensable in some industries.

In this chapter, we will cover the fundamentals and advancements of recommender systems,
along with exploring some common fundamental techniques for building recommender systems
with different data sources available and their implementations. Specifically, you will learn how
to predict the rating a user might give to a prospective item, how to generate a recommendation
list of items and how to predict the click-through rate from abundant features. These tasks are
commonplace in real-world applications. By studying this chapter, you will get hands-on experi-
ence pertaining to solving real world recommendation problems with not only classical methods
but the more advanced deep learning based models as well.

16.1 Overview of Recommender Systems

In the last decade, the Internet has evolved into a platform for large-scale online services, which
profoundly changed the way we communicate, read news, buy products, and watch movies. In
the meanwhile, the unprecedented number of items (we use the term item to refer to movies,
news, books, and products.) offered online requires a system that can help us discover items that
we preferred. Recommender systems are therefore powerful information filtering tools that can
facilitate personalized services and provide tailored experience to individual users. In short, rec-
ommender systems play a pivotal role in utilizing the wealth of data available to make choices
manageable. Nowadays, recommender systems are at the core of a number of online services
providers such as Amazon, Netflix, and YouTube. Recall the example of Deep learning books rec-
ommended by Amazon in Fig. 1.3.3. The benefits of employing recommender systems are two-
folds: On the one hand, it can largely reduce usersʼ effort in finding items and alleviate the issue of
information overload. On the other hand, it can addbusiness value to online service providers and
is an important source of revenue. This chapter will introduce the fundamental concepts, classic
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models and recent advances with deep learning in the field of recommender systems, together
with implemented examples.

Fig. 16.1.1: Illustration of the Recommendation Process

16.1.1 Collaborative Filtering

We start the journeywith the important concept in recommender systems—collaborative filtering
(CF), which was first coined by the Tapestry system (Goldberg et al., 1992), referring to “people
collaborate to help one another perform the filtering process in order to handle the large amounts
of email andmessages posted to newsgroups”. This term has been enriched with more senses. In
a broad sense, it is the process of filtering for information or patterns using techniques involving
collaboration amongmultiple users, agents, and data sources. CF has many forms and numerous
CF methods proposed since its advent.

Overall, CF techniques can be categorized into: memory-based CF, model-based CF, and their
hybrid (Su & Khoshgoftaar, 2009). Representative memory-based CF techniques are nearest
neighbor-based CF such as user-based CF and item-based CF (Sarwar et al., 2001). Latent factor
models such as matrix factorization are examples of model-based CF. Memory-based CF has lim-
itations in dealing with sparse and large-scale data since it computes the similarity values based
on common items. Model-basedmethods becomemore popular with its better capability in deal-
ing with sparsity and scalability. Many model-based CF approaches can be extended with neu-
ral networks, leading to more flexible and scalable models with the computation acceleration
in deep learning (Zhang et al., 2019). In general, CF only uses the user-item interaction data to
make predictions and recommendations. Besides CF, content-based and context-based recom-
mender systems are also useful in incorporating the content descriptions of items/users and con-
textual signals such as timestamps and locations. Obviously, we may need to adjust the model
types/structures when different input data is available.
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